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Background: The ability to predict death is crucial in
medicine, and many relevant prognostic tools have been
developed for application in diverse settings. We aimed
to evaluate the discriminating performance of predic-
tive tools for death and the variability in this perfor-
mance across different clinical conditions and studies.

Methods: We used Medline to identify studies pub-
lished in 2009 that assessed the accuracy (based on the
area under the receiver operating characteristic curve
[AUC]) of validated tools for predicting all-cause mor-
tality. For tools where accuracy was reported in 4 or more
assessments, we calculated summary accuracy mea-
sures. Characteristics of studies of the predictive tools
were evaluated to determine if they were associated with
the reported accuracy of the tool.

Results: A total of 94 eligible studies provided data on
240 assessments of 118 predictive tools. The AUC ranged
from 0.43 to 0.98 (median [interquartile range], 0.77

[0.71-0.83]), with only 23 of the assessments reporting
excellent discrimination (10%) (AUC, �0.90). For 10
tools, accuracy was reported in 4 or more assessments;
only 1 tool had a summary AUC exceeding 0.80. Estab-
lished tools showed large heterogeneity in their perfor-
mance across different cohorts (I2 range, 68%-95%). Re-
ported AUC was higher for tools published in journals
with lower impact factor (P=.01), with larger sample size
(P=.01), and for those that aimed to predict mortality
among the highest-risk patients (P=.002) and among chil-
dren (P� .001).

Conclusions: Most tools designed to predict mortality
have only modest accuracy, and there is large variability
across various diseases and populations. Most proposed
tools do not have documented clinical utility.
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T HE ABILITY TO PREDICT DEATH

accurately is crucial for con-
veying information to pa-
tients about their future; for
making sound medical de-

cisions for management, treatment, and pre-
vention; and for having realistic expecta-
tions. Evidence suggests that physicians
perform poorly in predicting when pa-
tients will die.1,2 However, numerous mod-
els have been developed to predict mortal-
ity in diverse settings.3-5

Herein we aim to empirically evaluate
the ability of available predictive tools
(multivariate or single variables) to pre-
dict the risk of death accurately for di-
verse conditions and populations. We as-
sess how accurately and consistently these
tools perform to help understand their po-
tential clinical utility.

METHODS

SEARCH STRATEGY

To evaluate recently published studies that as-
sessed the accuracy (discrimination) of tools
to predict mortality, we searched Medline for
studies published in 2009 by using the Clini-
cal Queries tool. For more details on our search
strategy and data extraction, see the eAppen-
dix (http://www.archinternmed.com).

STUDY SELECTION

We included studies of any design published
in 2009 that assessed the accuracy of tools to
predict mortality (either single predictors or
multivariable models); included assessment
of accuracy based on the area under the
receiver operating characteristic curve
(AUC) (aka, C statistic or C index); and
focused on all-cause death as the primary
outcome. The AUC6-9 is the most commonly
used metric for assessing the accuracy of
predictive tools.10 The AUCs can be com-
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pared across different tools, while relative risk metrics
depend on the unit to which they are expressed and cannot
directly compare predictive tools expressed for different
units of measurement.11

We excluded studies that only had data on the develop-
ment of a new predictive tool or validated the predictive tool
in the same cohort where it was developed because new, non-
validated predictive tools are likely to have inflated estimates
of accuracy.12-14 We also excluded articles that did not provide
primary data (eg, reviews) and studies where death was part
of a composite outcome or was determined as cause-specific
(rather than all-cause) mortality.

When there were several eligible predictive tools and/or
they assessed the ability to predict death at different lengths of
follow-up in the same cohort, each proposed predictive tool
and each time of follow-up assessment was included sepa-
rately. For example, one study examined 2 predictive tools
(Multidimensional Prognostic Index [MPI] and Pneumonia
Severity Index [PSI]) for a total of 6 assessments at 3 different
follow-up periods (1, 6, and 12 months) (see reference S47 in
eReferences).

DATA EXTRACTION

The full text of the eligible studies and any supplementary
materials were scrutinized to extract information on study
design, characteristics of the cohort (prevalence of specific
diseases), characteristics of the predictive tool and data
on calibration,15 reclassification,16-18 and accuracy. For each
study, we recorded the journal impact factor per the Insti-
tute for Scientific Information.19 Calibration examines
whether the risk prediction is equally good for patients
at different levels of risk or there is a lack of fit. Reclassifica-
tion examines whether the predictive tool helps classify
patients in different, more appropriate risk categories com-
pared with what could be done without its knowledge or
compared with some other model. Accuracy is assessed by
the AUC.

ANALYSIS

The AUC was defined as mean (SD) or median (interquartile
range [IQR]). An AUC of 1 indicates perfect discrimination,
while an AUC of 0.5 indicates discrimination no better than
chance. While there are no absolute thresholds, usually an AUC
of greater than 0.80 is considered to show very good discrimi-
nation, and AUC greater than 0.90 suggests excellent discrimi-
nation.9

For predictive tools where there was more than 1 assess-
ment available, we noted the range of AUC values. For pre-
dictive tools with at least 4 data sets where both the
AUC and corresponding 95% confidence intervals (CIs)
were available, we summarized the AUC estimates using ran-
dom effect models, weighting the AUC of each data set by
the inverse of the sum of the between and within-study
variances.20-22 We quantified the heterogeneity in AUC
values by the I2 metric and its 95% CI. The I2 metric takes
values between 0% and 100%, and it is independent of the
number of data sets (50%-75% indicates moderate heteroge-
neity, while �75% indicates very large heterogeneity).23

We compared the AUC values among prespecified sub-
groups based on prevalence of disease and predictive tool
characteristics using 1-way analysis of variance for categori-
cal variables and the Spearman correlation coefficient for
continuous variables. Analyses were performed with STATA
software, version 10.0 (StataCorp LP, College Station,
Texas).

RESULTS

ELIGIBLE STUDIES AND PREDICTIVE TOOLS

Overall 544 items were retrieved from Medline, of which
235 were reviewed in full text. Of those, 94 articles (eRef-
erences) were deemed eligible (eFigure). The interrater
agreement (between G.C.M.S. and I.T.) for the selec-
tion of the eligible studies had � value of 0.86.

These 94 manuscripts presented data on 240 assess-
ments (224 multivariate models and 16 single predic-
tors) of the accuracy of 118 predictive tools. Character-
istics of studies and predictive tool assessments are listed
in eTable 1. Most of the studies were performed in the
United States or Europe, had a prospective cohort de-
sign, and pertained to acute disease conditions. Cardio-
vascular, critical-illness, infectious, gastroenterology-
related, and malignant diseases accounted for 83% of the
cohorts, but many other diseases were also assessed
(eTables 1, 2, and 3). The median (IQR) sample size for
the assessments was 502 (185-2016); the median (IQR)
number of deaths was 71 (32-157); the median (IQR) pro-
portion of deaths was 14% (5%-29%); and the median
(IQR) death rate was 13% (4%-44%) per month. Among
the whole data set (94 studies), in only 1 study (S85 in
eReferences) did the investigators review and abstract pa-
tient data blinded to patients’ hospital course and clini-
cal status (eTable 1). For 78 studies, the percentage of
losses to follow-up was available (70 studies reported no
losses, while for the rest loss was generally low (median
[IQR] loss to follow-up, 3.5% [1.25%-10.25%]).

PREDICTIVE TOOLS

Overall, 110 different predictive models and 8 different
predictors were examined in the 240 assessments. The
most commonly evaluated models included the Acute
Physiology And Chronic Health Evaluation (APACHE)
II model (n=19) and the MELD score (Model for End-
Stage Liver Disease) (n=17) (Table 1). The predictive
models included a wide range of variables (eTable 2). The
number of variables in the models ranged from 2 to 30,
and the median (IQR) number was 6 (4-12). All of the
identified single predictors were biomarkers (eTable 3).

CALIBRATION AND RECLASSIFICATION

Calibration of the examined predictive tools was exam-
ined in fewer than half of the included studies (n=45;
48%), mainly by using the Hosmer-Lemeshow statistic
(n=35; 78%) and observed/predicted ratio (n=5; 11%).
Results were available in 44 studies (105 predictive tool
assessments), indicating lack of fit for 8 studies (17 pre-
dictive tools).

Only 1 study (S83 in eReferences) examined reclas-
sification analysis by means of the net reclassification im-
provement and the integrated discrimination index. This
study investigated the added predictive value of radio-
graphic ascites over and above the MELD-Na score in pa-
tients with cirrhosis.
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ACCURACY

The AUC values ranged from 0.43 to 0.98 (Figure 1),
and the median (IQR) AUC value was 0.77 (0.71-0.83).

A total of 95 of the AUC values were higher than 0.80
(very good discrimination) (40%), but only 23 were higher
than 0.90 (excellent discrimination) (10%).

The AUC data for all predictive tools with 2 or more
assessments are listed in Table 1. For each of these 34
tools, the range of AUC estimates was large, sometimes
spanning the spectrum from inaccurate to excellent ac-
curacy. The median AUC values suggested modest ac-
curacy. For only 2 predictive tools (Clinical Risk Index
for Babies [CRIB] II [S25 and S27 in eReferences] and
Pediatric death prediction model [S92 in eReferences]),
the median AUC value suggested excellent accuracy (AUC,
0.91 and 0.92, respectively), but this was based on only 2
assessments of each tool. Four or more assessments of the
accuracy of a predictive tool were available for only 9 tools
(APACHE, MELD, SOFA [Sequential Organ Failure As-
sessment], CTP [Child-Turcotte-Pugh], SAPS [Simplified
Acute Physiology Score] II, PSI, CLIP [Cancer of the Liver
Italian Program], CURB-65 [confusion–blood urea nitro-
gen–respiratory rate–blood pressure–age �65 years], JIS
[Japan Integrated Staging]) and 1 biomarker (NT-pro-
BNP [N-terminal-pro-B-type natriuretic peptide]). Using
random effects meta-analysis, we found that the summary
AUC estimates for these 10 tools ranged between 0.73 and
0.84 (Figure2). For each of the 9 multivariable tools, there
was marked heterogeneity of AUC values across diverse set-
tings and studies (heterogeneity I2 estimates in AUC ranged
from 68% to 95%). The 95% CIs of the I2 were also con-
sistent with a large or very large heterogeneity. For NT-
pro-BNP, the I2 estimate was 25%. Meta-analyses retain-
ing only the longest follow-up assessment when several
follow-up assessments were available from the same study
showed similar results (all changes in summary AUC es-
timates were �5% compared with the primary analysis in-
cluding all data).

CORRELATES OF ACCURACY

As listed in Table 2, predictive tools published in jour-
nals of lower impact factor had higher reported AUC es-
timates than those published in journals of higher im-
pact factor. Predictive tools were more accurate in
predicting mortality when a smaller proportion of study
participants died. The AUC values were also higher in
pediatric than in adult populations. Finally, studies with
larger sample size tended to have higher AUC values than
smaller studies.

There was no evidence that study design (retrospec-
tive vs prospective), area of origin, disease status, clini-
cal condition examined, death rate per month, loss to fol-
low-up, or number of variables included in the predictive
tool were associated with the AUC values (data not
shown).

COMMENT

Our systematic evaluation of a large number of seem-
ingly well-validated predictive tools reported in the re-
cent literature shows that these tools are not very accu-
rate and that there is wide variation in their predictive
accuracy for death. Most of the tools included in our analy-

Table 1. AUC Values of Predictive Tools Examined in More
Than 1 Assessment

Predictive Toola
Assessments,

No.

AUC

Median (IQR) Range

AMIS model 2 0.86 (0.84-0.87) 0.84-0.87
APACHE II 19 0.77 (0.71-0.81) 0.69-0.94
BCLC score 2 0.85 (0.84-0.86) 0.84-0.86
BISAP score 2 0.82 (NA) 0.82-0.82
BNP 3 0.66 (0.63-0.69) 0.63-0.69
CLIP score 5 0.88 (0.64-0.88) 0.62-0.96
CRIB II 2 0.91 (0.90-0.92) 0.90-0.92
CTP score 11 0.73 (0.72-0.84) 0.61-0.88
CURB-65 score 5 0.78 (0.73-0.78) 0.64-0.82
CCI 3 0.67 (0.63-0.74) 0.63-0.74
EuroSCORE 6 0.74 (0.70-0.77) 0.70-0.80
ISS 2 0.63 (0.54-0.72) 0.54-0.72
Intermountain risk

score
3 0.87 (0.84-0.87) 0.84-0.87

JIS 5 0.85 (0.64-0.87) 0.59-0.87
MELD score 17 0.81 (0.78-0.86) 0.77-0.89
MELD-Na score 4 0.81 (0.78-0.86) 0.77-0.89
MESO index 3 0.87 (0.69-0.88) 0.69-0.88
MPI 3 0.80 (0.79-0.83) 0.79-0.83
MPM II 2 0.73 (0.66-0.79) 0.66-0.79
NT-pro-BNP 6 0.74 (0.71-0.76) 0.67-0.77
Pediatric death

prediction model
2 0.92 (0.91-0.94) 0.91-0.94

PSI 7 0.75 (0.69-0.81) 0.63-0.83
Procalcitonin 2 0.73 (0.65-0.81) 0.65-0.81
RIFLE classification 3 0.75 (0.70-0.91) 0.70-0.91
Ranson’s criteria 2 0.89 (0.82-0.95) 0.82-0.95
SAPS II 8 0.77 (0.73-0.82) 0.51-0.85
SAPS III 3 0.74 (0.71-0.84) 0.71-0.84
SOFA score 9 0.84 (0.75-0.85) 0.71-0.93
Simple risk index 2 0.80 (0.78-0.82) 0.78-0.82
TIMI risk score 5 0.73 (0.72-0.75) 0.68-0.84
TIMI risk

score � laboratory
index

2 0.77 (0.76-0.78) 0.76-0.78

TNM 2 0.80 (NA) 0.80-0.80
TRISS 2 0.75 (0.64-0.85) 0.64-0.85
Tokyo score 2 0.87 (0.86-0.87) 0.86-0.87

Abbreviations: AMIS, Acute Myocardial Infarction in Switzerland; APACHE
II, Acute Physiology And Chronic Health Evaluation II; AUC, area under the
receiver operating characteristic curve; BCLC, Barcelona Clinic Liver Cancer;
BISAP, Bedside Index for Severity in Acute Pancreatitis; BNP, B-type
natriuretic peptide; CCI, Charlson Comorbidity Index; CLIP, Cancer of the
Liver Italian Program; CRIB II, Clinical Risk Index for Babies; CTP,
Child-Turcotte-Pugh; CURB-65, confusion–blood urea nitrogen–respiratory
rate–blood pressure–age �65 years; EuroSCORE, European system for
cardiac operative risk evaluation; IQR, interquartile range; ISS, Injury
Severity Score; JIS, Japan Integrated Staging; MELD, Model for End-Stage
Liver Disease; MESO, MELD to SNa ratio; MPI, Multidimensional Prognostic
Index; MPM II, Mortality Probability Models; NT-pro-BNP,
N-terminal-pro-B-type natriuretic peptide; NA, not applicable; PSI,
Pneumonia Severity Index; RIFLE, Risk of renal failure, injury to the kidney,
failure of kidney function, loss of kidney function, and end-stage renal
disease; SAPS, Simplified Acute Physiology Score; SOFA, Sequential Organ
Failure Assessment; TIMI, Thrombolysis In Myocardial Infarction; TNM,
tumor-nodes-metastasis; TRISS, Trauma Revised Injury Severity Score.

aTo obtain further information about the specific studies that contribute
AUC estimates to each predictive tool listed in this table, please contact the
authors or consult the eTables and eReferences.
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sis are not sufficiently accurate for wide use in clinical
practice. Moreover, calibration was assessed in fewer than
half of the tools, and of those tested, several showed lack
of fit, meaning that prediction was not equally good for
patients at different levels of risk. Studies published in
journals with lower impact factor tended to show better
AUC values, while tools performed better when they tried
to predict death only for the highest-risk patients.

For a proposed predictive tool to be useful in clinical
practice, there are several prerequisites. The tool must
be validated in populations other than the one in which

it was developed; it should be reproducible; and it should
have good accuracy and calibration. Such a predictive tool
can make accurate predictions in diverse settings across
the range of both low- and high-risk patients. Few tools
for predicting risk of death currently fit these criteria. Even
tools that meet these criteria may not necessarily result
in improvement in patient management and outcomes.
This depends on whether effective, feasible interven-
tions are available, the use of which is based on accurate
knowledge of patient risk. However, reclassification, the
ability to reclassify individuals into more appropriate risk
categories where different actions/interventions might be
indicated, is almost never assessed in the current litera-
ture of death prediction. Moreover, randomized trials on
the use of predictive models, the ultimate proof of ben-
efit, are few and difficult to conduct. Finally, clinicians
are unlikely to use complex tools that require collection
of extensive information, including data derived from ex-
pensive tests. It is possible that other predictive tools, based
on far more limited clinical data, may perform equally
well or better. In our empirical evaluation, models with
more variables did not seem to perform clearly better than
models with few variables.

Some characteristics of predictive tools were signifi-
cantly associated with higher AUC estimates. For ex-
ample, tools performed better when they tried to pre-
dict death only for the highest-risk patients. Excellent
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Figure 1. Cumulative frequency histogram of area under the receiver
operating characteristic curve (AUC) values for mortality.
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Figure 2. Area under the receiver operating characteristic curve (AUC) values
for predictive tools that were examined in 4 or more assessments
(n=number of assessments) with 95% confidence intervals (CIs). Summary
results of AUC and 95% CIs are provided using random effects
meta-analysis. APACHE II indicates Acute Physiology And Chronic Health
Evaluation II; CLIP, Cancer of the Liver Italian Program; CTP,
Child-Turcotte-Pugh; CURB-65, confusion–blood urea nitrogen–respiratory
rate–blood pressure–age �65 years; JIS, Japan Integrated Staging; MELD,
Model for End-Stage Liver Disease; NT-pro-BNP, N-terminal-pro-B-type
natriuretic peptide; PSI, Pneumonia Severity Index; SAPS, Simplified Acute
Physiology Score; SOFA, Sequential Organ Failure Assessment. To obtain
further information about the specific studies that contribute AUC estimates
to each predictive tool listed in this table, please contact the authors or
consult the eTables and eReferences.

Table 2. Association Between AUC Values and Study
Characteristics

Study Characteristic

All Predictive Tools

No.a
AUC, Mean

(SD) P Valueb

Journal impact factor 222 NA .021
�2.13 46 0.78 (0.11)
2.14-2.32 45 0.79 (0.07)
2.33-3.15 45 0.78 (0.08)
3.16-5.39 43 0.77 (0.07)
�5.39 43 0.75 (0.10)

Study population 240 NA �.001
Pediatric 7 0.92 (0.02)
Adult 225 0.77 (0.09)
Both 8 0.78 (0.04)

Sample size 240 NA .01
�147 48 0.76 (0.11)
148-287 49 0.76 (0.11)
288-810 48 0.76 (0.08)
811-2558 48 0.80 (0.09)
�2558 47 0.79 (0.08)

Proportion of study
participants who died

238 NA .002

�0.06 49 0.82 (0.08)
0.07-0.13 47 0.76 (0.10)
0.14-0.21 46 0.78 (0.10)
0.22-0.33 50 0.78 (0.06)
�0.33 46 0.73 (0.10)

Abbreviations: AUC, area under the receiver operating characteristic curve;
NA, not applicable.

aNumber of the predictive tools related to the respective extracted
variable.

bOne-way analysis of variance for categorical variables (study population)
and Spearman correlation coefficient for continuous variables (impact factor,
sample size, and proportion of death).
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performance was seen in a small number of pediatric tools,
while performance was substantially worse in predic-
tive tools for adults. Larger studies tended to have slightly
higher AUC estimates. These associations are explor-
atory and should be viewed with caution.

In our evaluation we focused on validated tools. How-
ever, even for some of the most widely applied predic-
tive tools (such as APACHE II, MELD score, and SAPS
II), we found great within-tool variability in accuracy
across different studies and clinical settings. The ob-
served variation of the accuracy for the same predictive
tool may be partly ascribed to the selective analysis and
reporting of studies of predictive tools that may lead to
exaggerated results of predictive discrimination in some
studies. Efforts at standardization of reporting are im-
portant in this regard.24,25 The inverse correlation be-
tween journal impact factor and reported AUC that we
observed may represent lower methodologic quality with
spuriously high reported predictive performance in some
articles published in journals with low impact factor.26

Moreover, studies often test predictive tools in popula-
tions that are very different than the one the model was
developed for and for a wide range of outcomes. This may
further contribute to the variability seen in their dis-
criminatory performance.

Some limitations should be mentioned. Our empiri-
cal assessment was restricted to studies published dur-
ing a single year. An effort to appraise the entire predic-
tive literature would be a task requiring extensive
international effort by hundreds of researchers, much as
the Cochrane Collaboration has done for clinical trials.
Moreover, we included only studies dealing with pre-
diction of all-cause death, and we did not evaluate the
accuracy of tools designed to predict other outcomes.
However, death from any cause is a common outcome
with great clinical impact, and it is possible to standard-
ize unambiguously. Finally, we considered only predic-
tive studies that assessed accuracy using the AUC. How-
ever, AUC is not the only metric to assess predictive
ability,27 and like any single metric, it can have limita-
tions.16,28-30 For example, the AUC does not provide in-
formation on the actual predicted probabilities, and it does
not convey the exact risk distribution in the respective
study population. Also, improvements in AUC are more
difficult in the high-range values than when AUC is closer
to 0.50.6 Nevertheless, AUC is a very useful metric16,30

and is the most widely used standardized metric in the
predictive literature.

Given the very wide variability in the AUC, even for
the same predictive tool, we believe that systematic ef-
forts are needed to organize and synthesize the predic-
tive literature, such as those proposed by the Cochrane
Prognosis Methods Group. Such efforts are needed to en-
hance the evidence derived from predictive research and
to establish standard methods for developing, evaluat-
ing, reporting,31,32 and eventually adopting new predic-
tive tools in clinical practice. Clinicians should be cau-
tious about adopting new, initially promising predictive
tools, especially complex ones based on expensive mea-
surements that have not been extensively validated and
shown to be consistently useful in practice.
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